
Image Feature Consensus with Deep Functional Maps

Preliminary: Functional Map
Represent dense correspondences in the function space
Basis: Eigenfunctions of the Laplacian-Beltrami operator
A function can be represented as a linear combination of the basis 
functions:

A bijective mapping between the two spaces becomes a linear mapping
in the function space:

Method
Image Laplacian from Feature #1
Construct weighted graph among image pixels

Feature #2 as function regularizer

Preliminary: Functional Map for Images?
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Images don’t naturally have manifold structures
How to construct the manifold/graph structure on images?
Images don’t naturally have manifold structures

Method Overview

Method: Additional Constraints
Diagonality regularization:

the magnitudes of eigenvalues reflect the frequencies of the 
corresponding eigenfunctions
eigenfunctions of similar frequencies are more likely to be related

Bijectivity (consistency) regularization:

Overall objective

Resultant Functional Maps

Dense Correspondence

Keypoint Correspondences (Spair-71k)

Main Results on TSS
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A function can be represented as a linear combination of the basis 
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Construct weighted graph among image pixels
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