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Pick up the apple.
Sit on the chair and eat the apple. 

Lie on the sofa and relax. 

Walk forward and turn right.

Wash hands at the 
wash basin.

Fig. 1. Autonomous HSI synthesis. Our proposed method generates realistic character motion in 3D scenes based on a single textual instruction and goal
location, incorporating seamless transitions between locomotion and HOI autonomously.
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Synthesizing human motions in 3D environments, particularly those with
complex activities such as locomotion, hand-reaching, and Human-Object
Interaction (HOI), presents substantial demands for user-defined waypoints
and stage transitions. These requirements pose challenges for current mod-
els, leading to a notable gap in automating the animation of characters from
simple human inputs. This paper addresses this challenge by introducing
a comprehensive framework for synthesizing multi-stage scene-aware in-
teraction motions directly from a single text instruction and goal location.
Our approach employs an auto-regressive diffusion model to synthesize the
next motion segment, along with an autonomous scheduler predicting the
transition for each action stage. To ensure that the synthesized motions are
seamlessly integrated within the environment, we propose a scene repre-
sentation that considers the local perception both at the start and the goal
location. We further enhance the coherence of the generated motion by
integrating frame embeddings with language input. Additionally, to sup-
port model training, we present a comprehensive motion-captured (MoCap)
dataset comprising 16 hours of motion sequences in 120 indoor scenes cover-
ing 40 types of motions, each annotated with precise language descriptions.
Experimental results demonstrate the efficacy of our method in generating
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high-quality, multi-stage motions closely aligned with environmental and
textual conditions.

CCS Concepts: • Computing methodologies → Animation.

Additional Key Words and Phrases: Character-scene interaction, motion
synthesis, scene representation
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1 Introduction
Language-guided character motion synthesis within dynamic 3D
environments presents a profound challenge in addressing the com-
plexity of multi-stage interactions such as locomotion, hand reach-
ing, and HOI. Unlike humans, who effortlessly interpret and respond
to verbal instructions in varied contexts, current motion synthe-
sis methods often fall short of replicating this intuitive capability.
Despite recent advances in motion synthesis methods, several chal-
lenges remain unaddressed.

Firstly, a primary obstacle in this field is the absence of a unified
framework that integrates the various stages of Human-Scene In-
teractions (HSIs) into a single pipeline. Instead, different stages of
motion synthesis, such as walking, reaching, or interacting with
objects, are often modeled by separate specialized systems [Hassan
et al. 2023; Liu and Hodgins 2017, 2018; Merel et al. 2020]. This
fragmented approach results in a lack of coherence in the synthe-
sized motions, making it difficult to sustain long-term interaction
sequences that are contextually aligned to the input. Secondly, an-
other significant gap lies in the complexity of the input data required.
Some recent works rely on additional inputs that specify the tra-
jectories of objects [Li et al. 2023a], keypoints of humans [Jiang
et al. 2024], or motion phase labelling [Starke et al. 2019]. These
dependencies constraint the flexibility of the methods and limit
their practical deployment. Finally, the absence of scene-level, well-
annotated datasets with text labels poses another critical challenge.
Although several datasets [Bhatnagar et al. 2022; Hassan et al. 2019;
Jiang et al. 2023; Taheri et al. 2020] have recently been proposed, they
have failed to cover all spectrums of character-scene interaction,
such as grasping, context-rich HOI, and complex scene constraints.
Such datasets are essential for developing models that accurately
interpret and execute comprehensive motion instructions.
In this paper, we tackle the intricate task of language-guided

synthesis of multistage HSIs, directly confronting the challenges
outlined earlier. We aim to reduce the dependency on extra, user-
provided input data, aiming to autonomously synthesize motion
from a single text instruction and goal location as control signals.
Furthermore, we integrate the disjointed processes of locomotion,
hand reaching, and HOI into a seamless pipeline. This unified ap-
proach ensures not only the realism of the motion synthesis but
also its functional coherence.
To address the challenge of synthesizing multi-stage HSIs, our

method employs an auto-regressive diffusion model designed to gen-
erate subsequent motion segments and an autonomous scheduler

predicting the transition timing between stages. Recognizing the
need for minimal user inputs, which consist only of a text descrip-
tion and a goal location, we leverage the stage-specific goal encoder
to produce appropriate condition terms relative to the goal of the
current segment. More specifically, we introduce a dual voxel scene
encoder that captures detailed context from both the starting and
target positions of the motion segment. For precise and time-specific
semantic guidance, we propose integrating the time frame embed-
ding with language embeddings to process textual inputs. This dual
representation strategy ensures that the synthesized motions are
contextually accurate and highly integrated with the surrounding
environment, enhancing realism and applicability.
To bridge the gap between scene, motion, and language, we

present LINGO (Language-annotated INteraction, Grasping, and
lOcomotion), a comprehensive MoCap dataset that unifies HSI activ-
ities. LINGO exceeds prior efforts by alleviating the significant labor
in real-world motion capturing through a VR-assisted setup, where
the vision of synthetic scenes is projected into a VR headset worn by
the motion actor. LINGO provides fully text-annotated, long-term
human motions and dynamic object interactions of 16 hours within
120 diverse scenes spanning 40 types of diverse motions.

The primary contributions of this work are threefold. First, we
propose a framework synthesizing multi-stage scene-aware human
motions autonomously and directly from the text instruction and
goal location. Second, our model combines the auto-regressive dif-
fusion model with a novel 3D scene representation and a joint time
frame and language embedding, achieving seamless integration be-
tween human motions and 3D physical environments. Third, we
introduce a comprehensive language-annotated MoCap dataset fea-
turing HSI motions.

2 Related Work
The field of HSI synthesis has seen significant progress in recent
years, with two main research directions: interacting with static
scenes and dynamic objects.

2.1 Interaction Synthesis in Static Scenes
Regarding the static scenes, early work in this area primarily fo-
cused on synthesizing single-frame human poses given a 3D scene
configuration [Li et al. 2019; Zhang et al. 2020b,a]. Zhao et al. [2022]
leveraged contact priors to generate human poses following text
conditions. For motion synthesis with static objects, most works
have focused on producing motions of locomotion, sitting, and lying
with large furniture from pre-defined milestones [Jiang et al. 2024;
Wang et al. 2021a,b; Zhao et al. 2023], or tackling short-term motion
generation [Huang et al. 2023; Wang et al. 2022]. Reinforcement
learning-based methods have also been developed. Zhang and Tang
[2022] employs generative motion primitives and a policy network
that enables goal-oriented locomotion. Zhao et al. [2023] aims to
allow digital humans to perform interactive actions such as sitting
on a chair or lying on a sofa. UniHSI [Xiao et al. 2024] introduces a
unified framework for multiple types of HSI. However, the frame-
work’s reliance on a contact-based driver guided by a large language
model limits its applicability. HUMANISE [Wang et al. 2022] was
the first to explore text-conditioned scene interactions but relied
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entirely on short synthetic sequences for training, which was ex-
panded by Yi et al. [2024]. GOAL [Taheri et al. 2022a] and SAGA
[Wu et al. 2022] generate full-body poses that aim to reach a specific
object. However, these models often specialize in limited interaction
types, failing to capture detailed semantics from the instruction and
geometric constraints of 3D scenes. This limits their applicability
for animating realistic characters for desired interactions.

2.2 Interaction Synthesis for Dynamic Objects
Another line of work focuses on synthesizing human motion with
dynamically involved scene objects. Reinforcement learning has
been widely used to learn different skills. Early work simplified
the object manipulation problem by explicitly attaching an object
to the character’s hands [Coros et al. 2010; Mordatch et al. 2012;
Peng et al. 2019], avoiding the grasping process. Other methods
have been proposed to train task-specific policies, such as basketball
dribbling [Liu and Hodgins 2018], skateboarding [Liu and Hodgins
2017], and box manipulation [Hassan et al. 2023; Merel et al. 2020].
Lee and Joo [2023] built a unified framework to encompass a series
of everyday motions, including locomotion, scene interaction, and
object manipulation, similar to our goal. However, it is driven by
designated interaction cues, limiting motion diversity and flexibility.
Some work tackles interaction motion synthesis without physical
simulators. Starke et al. [2019] automates character movements and
interactions with objects and uses neural networks to update the
state of action dynamically. However, the method faces difficulty in
generalizing to acyclic motions. IMoS [Ghosh et al. 2023] synthesizes
human and object motions simultaneously after grasping an object,
and Li et al. [2023b] proposed a framework that synthesizes human
motion given object pose trajectories. The most similar works to
ours are TRUMANS [Jiang et al. 2024], which is based on frame-wise
action labels rather than text instructions, and Li et al. [2023a], which
neglects fine-grained scene geometrical constraints. Furthermore,
both require predefined waypoints for humans or objects, making
them incapable of being applied to an autonomous digital character.

2.3 Character-scene Interaction Synthesis Datasets
HSI datasets can be broadly classified into two categories: those
that focus on human interactions with objects [Bhatnagar et al.
2022; Jiang et al. 2023; Taheri et al. 2020] and those that capture
human motion within a scene [Hassan et al. 2019; Jiang et al. 2024;
Monszpart et al. 2019; Savva et al. 2016].
A small number of datasets have been developed to capture hu-

man manipulation of small objects [Fan et al. 2023; Taheri et al.
2020] or interactions with large objects [Bhatnagar et al. 2022; Jiang
et al. 2023; Zhang et al. 2022]. The BEHAVE dataset [Bhatnagar et al.
2022], for instance, contains long sequences of humans interact-
ing with 20 types of large objects. The GRAB dataset [Taheri et al.
2020], on the other hand, focuses on full-body motions of small
object manipulation using hands. The CHAIRS [Jiang et al. 2023]
and COUCH [Zhang et al. 2022] datasets specifically target human
interactions with sittable objects. However, a common limitation
of these datasets is that they only consider the object during the
interaction, disregarding the surrounding environment.

Early attempts to record human activities in a scene rely on
multi-view camera setups and reconstruct human motion through
key-point detection [Hassan et al. 2019; Monszpart et al. 2019; Savva
et al. 2016]. These datasets typically feature a limited set of actions,
such as sitting, lying, and locomotion. Later, researchers begin to
employ MoCap equipment, including IMU-based and optic-based
systems like VICON. The SAMP dataset [Hassan et al. 2021], for
example, covers various sitting, lying down, walking, and running
styles in a scene. Guzov et al. [2023] tracks human movements
in large indoor scenes, including interactions with articulated ob-
jects. Another notable dataset is CIRCLE [Araújo et al. 2023], which
captures reaching motions to specific locations in cluttered scenes.
In CIRCLES, the scene is virtually presented to the MoCap actor
through a VR headset. TRUMANS [Jiang et al. 2024], a recent dataset,
marks an advancement by capturing a diverse range of human activ-
ities in indoor scenes with dynamically involved objects. However,
TRUMANS only provides frame-wise action labels without contex-
tually separable clips, which restricts its applicability in training
text-guided motion synthesis models. To address the shortcomings
of existing datasets, we introduce a large-scale dataset by realiz-
ing real-world motion capture through a VR-assisted setup. The
improved efficiency for deployment enhances the dataset diversity
encompassing locomotion in various cluttered scenes, grasping,
and HOI. Our dataset is uniquely annotated with detailed action
descriptions in natural language.

3 Method
In this paper, we present a framework for HSI synthesis that seam-
lessly integrates locomotion, hand-reaching motion, and HOI into
a unified model. Our approach enables users to control a virtual
character and execute complex interactions using the goal loca-
tion and simple text instructions as input, which provide concise
commands of “go somewhere” and “do something.” Our proposed
method automatically generates smooth and realistic human mo-
tions to navigate the environment and engage in various actions,
eliminating the need for manual animation or separate models for
each type of action.

3.1 Data Representation
Formally, our objective is to synthesize a human motion sequence
M of length 𝐿, given a 3D scene S, a textual instructionV , and a
goal position G. We also consider the dynamic object O if relevant.
In this case, we produce the corresponding object pose sequence
{P𝑖 }𝐿𝑖=1, which contains location and rotation. Due to the auto-
regressive generation strategy, all the generated human motion and
object poses are based on the previous two frames of human motion
Mℎ𝑖𝑠𝑡 .

Human Motion. We represent human motion M using the pa-
rameterized human model SMPL-X [Pavlakos et al. 2019]. The mo-
tion is initially generated as body joints locations {X𝑖 }𝐿𝑖=1, where
X𝑖 ∈ R𝐽 ×3 represents the 3D positions of 𝐽 = 28 selected joints.
These joints include 22 from the body, plus an additional two each
for the left hand, right hand, and head, to better capture the rota-
tions at the leaf nodes. The joints are fitted to the SMPL-X pose
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Fig. 2. Overview of our method. Our method uses an auto-regressive diffusion model that generates the next motion segment based on existing motions
(Section 3.2). The 3D environment is captured through a dual voxel scene encoder (Section 3.3). The text instructions are encoded with the time frame to
provide precise and time-specific semantic guidance (Section 3.4). The goal encoder (Section 3.5) embeds the sub-goal locations for different interaction stages,
which are automatically determined by our autonomous scheduler (Section 3.6).

parameters 𝜃 , global orientation 𝜙 , relaxed hand poses ℎ, and root
translation 𝑟 , resulting in the posed human mesh.

Conditions. The 3D scene is represented using a voxel grid S ∈
{0, 1}𝑁𝑥×𝑁𝑦×𝑁𝑧 , where 1 indicates that the position is occupied by
scene objects or unreachable. When the scene includes dynamic
objects, their representations are additionally captured by sampling
256 points from the object’s surface along with their corresponding
normal vectors facing outwards, denoted as 𝑂 ∈ R256×6.

The goal location is represented as a 3D location G ∈ R3 specified
by the user, where the interpretation of G differs for locomotion
tasks and HOI, discussed in Section 3.5.

3.2 Motion Diffusion Module
The motion diffusion module is responsible for synthesizing hu-
man motions based on given text instructions, scene information,
and goals. This module leverages the power of diffusion models,
specifically the Denoising Diffusion Probabilistic Models (DDPM)
[Ho et al. 2020], to generate realistic and coherent human motion
sequences. We employ an auto-regressive generation strategy, re-
cently gaining popularity in motion synthesis [Chen et al. 2024].
This strategy allows us to generate motion sequences of arbitrary
length by recursively generating motion segments 𝑋 = {X𝑖 }𝑊𝑖=1 of
fixed length𝑊 .

In the forward diffusion process, random noise is gradually added
to the canonicalized input motion data over a series of timesteps.
Here, canonicalized means the joint locations of the current segment
are represented in the coordinates of the character’s pelvis bone
in the first frame. The reverse diffusion process learns to denoise
the corrupted motion data, starting from the pure noise denoted
as �̃�𝑇 and progressively removing the noise to recover the original
motion.

Following Ho et al. [2020], we train a network 𝜖𝜃 to predict the
noise 𝜖 that was added to the original data at each timestep, based
on the noisy motion data �̃�𝑡 , the corresponding timestep 𝑡 , and the
condition terms C = {S𝑒𝑚𝑏 ,V𝑒𝑚𝑏 ,G𝑒𝑚𝑏 } introduced in the three
sections followed. The learning objective thus follows a simple loss:

L = E
�̃�𝑡∼𝑞 (�̃�𝑡 | C),𝑡∼𝑈 (1,𝑇 ) | |𝜖 − 𝜖𝜃 (�̃�𝑡 , 𝑡, C)||22 . (1)

3.3 Dual Voxel Scene Encoder
To achieve responsive motions within the 3D scene, including colli-
sion avoidance and natural interactions (e.g., sitting and lying), the
character must be aware of not only the immediate local scene but
also the forthcoming environment with which it will engage in the
near future. To address this challenge, we introduce a dual voxel
scene representation.

Our approach builds on the work presented in TRUMANS [Jiang
et al. 2024], utilizing a 3D occupancy voxel grid to encapsulate local
scene information. The primary mechanism involves constructing a
32 × 32 × 32 grid centered around the location of interest, covering
an area where each side spans 1.2 meters. Each cell within this
grid is then queried in the scene mesh for occupancy, resulting in a
binary 3D array where 1 indicates an occupied cell and 0 indicates
an unoccupied one.

Given the dynamic nature of human motion and interaction, our
method does not rely on a static scene representation. Instead, it em-
ploys a dual voxel system designed to capture both the current and
imminent scene contexts that influence the character’s movement:
• Current Scene Voxel: This voxel grid is centered on the pelvis
location of the character at the first frame of the current motion
segment, aligning with the character’s orientation at that frame.

• Predictive Scene Voxel: The position of this voxel depends on the
stage of the motion segment. For locomotion, the Predictive Scene
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(a) Walk by TRUMANS

(b) Walk by ours

(c) Sit by TRUMANS

(d) Sit by ours

Fig. 3. Comparison results. We qualitatively compare our method with TRUMANS [Jiang et al. 2024]. The left side shows the locomotion along a trajectory,
and the right side shows the interaction of sitting on the sofa. Our method generates characters that actively avoid penetrating the scene and exhibit natural
cues of scene awareness. For more qualitative results, we refer readers to the supplementary video.

Voxel is placed 0.8 meters away in the direction of the goal con-
dition. This voxel is directly aligned with the object’s location
for interactions with specific scene objects, ensuring that the
character’s movements are both anticipatory and contextually
appropriate. Predictive Scene Voxel does not apply to interactions
with hand-held small objects and is copied from Current Scene
Voxel. The orientation of the voxel is aligned in a way akin to the
Current Scene Voxel.
To extract meaningful features S𝑒𝑚𝑏 from the 3D voxel data, we

employ a Vision Transformer (ViT) architecture [Dosovitskiy et al.
2021]. The vertical dimension of the voxel grid (height) is considered
the channel dimension (akin to color channels in images), and the
remaining two dimensions (width and depth) serve as the spatial
dimensions (similar to width and height in images).

3.4 Frame-embedded Text Encoder
Unlike traditional text-to-motion methods that directly generate
an entire sequence of motion from a sentence, our approach auto-
regressively generates motion for the next short period without
pre-defined timing. This challenges seamlessly linking multiple
segments into a full and semantically correct motion based on the
text instruction. For example, a target motion clip labeled “read a
book” includes the full motion sequence of first turning the page
and then reading. To address this, we propose embedding the frame
number of action execution into the text during the training and
sampling phases.

More specifically, the frame number to be embedded is the num-
ber of the first frame in the currently generated motion segment,
referenced from the beginning of the original semantically mean-
ingful motion clip. We utilize a sinusoidal positional encoder to
convert the frame number from an integer to a 512-dimensional
vector, forming the frame embedding. The frame embedding is then
added to the embedding of the input textual guidance V𝑒𝑚𝑏 ∈ R512
from the CLIP encoder [Radford et al. 2021]. The summation of these
two vectors provides the text conditioning token for the motion
synthesis model.

By integrating the frame embedding into the text encoding pro-
cess, our method learns the temporal patterns of semantic motion,
ensuring the generation of coherent and contextually accurate mo-
tion segments and effectively linking them into a seamless sequence.

3.5 Stage-specific Goal
The stage-specific goal represents one location G ∈ R3 in the
scene as the condition for the current segment. To fit into the auto-
regressive generation pipeline, G is represented in the character’s
pelvis coordinate of the first frame. G goes through MLPs to obtain
the goal embedding G𝑒𝑚𝑏 as a condition for the motion diffusion
module. The goal here is not forced to reach, unlike TRUMANS,
which controls character movement by fixing pelvis or hand joints at
specific frames. Our approach leaves more space for the generative
model to decide how to reach the goal autonomously.
For locomotion, the goal term is a two-dimensional vector rep-

resenting the walking direction of the current segment multiplied
by a user-specified speed. The direction is derived by sampling a
walkable sub-goal near the segment’s starting point, which is close
to the direction towards the intended goal location. Walkability is
determined by checking if the line segment to the sub-goal inter-
sects any unwalkable areas. We neglect the vertical component of G,
focusing on horizontal movement. The method can also accommo-
date predefined trajectories, where the trajectory ahead determines
the direction.
In hand grasping interactions, like “pick up the apple,” G corre-

sponds to the position of the index finger. This goal term is similarly
applied to put-down actions, setting the goal to the finger’s release
position. In both settings, the goal term guides the hand towards
the target position, and the object is attached to the hand/released
at the frame in which the index finger is closest to the target. We
apply guidance to the last ten diffusion steps to avoid hand-object
penetration, inspired by SceneDiffuser [Huang et al. 2023]. When a
penetration occurs, we first identify the closest surface points for
each penetrated hand joint. Next, we calculate the average direction
of the normal of these surface points as the out-moving direction.
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To resolve the penetration, we shift the predicted denoised hand
joints along this out-moving direction.

For scene-level interactions with specific 3D objects, such as “sit
on the sofa,” the character receives G as a precise location indicating
the pelvis position for the interaction, like the place to sit. The goal
embedding is set to zero for interactions involving small objects, as
the body location is not specified during the interaction.

3.6 Autonomous Scheduler
An applicable solution to complex instruction is to leverage founda-
tion models to decompose the instruction into manageable stages,
including locomotion and interaction. The autonomous scheduler
is trained to determine the optimal stopping point for each stage of
the interaction process. The autonomous scheduler decides whether
to conclude the current stage and move on to the next based on the
latest motion segment, the current frame number, and the given
language instruction. Its architecture closely resembles that of the
motion diffusion module, leveraging a Transformer Encoder. The
frame number and language instruction are embedded in the same
way as the Frame-embedded Text Encoder (Section 3.4), which oc-
cupies one input token in the Transformer Encoder. Each frame
of the encoded motion is represented by a single token that occu-
pies the rest of the tokens. The autonomous scheduler predicts a
value between 0 and 1, indicating the likelihood of the current stage
concluding at the present motion segment.

4 LINGO dataset
We propose LINGO, a large-scale MoCap dataset featuring HSIs, in-
cluding locomotion, grasping, and HOI. The dataset includes various
indoor environments, such as bedrooms, dining rooms, offices, and
shops, with 3D models sourced from artists on online marketplaces.
Skilled actors with motion capture experience performed a variety
of interactions, following detailed instructions for common indoor
activities like drinking water, playing instruments, using electronic
devices, and engaging in physical activities. The LINGO dataset and
the code will be made publicly available for research purposes.

4.1 VR-assisted MoCap
Constructing human-scene interaction datasets in the physical world
presents two significant challenges: the resource-intensive process
of capturing a wide variety of scenes and the difficulty in obtaining
accurate pose data to effectively incorporate dynamic objects. To
address the challenge, LINGO leverages a “synthetic vision” pro-
jected on a VR headset worn by the motion actor, as Figure 4 shows.
Building on the concept introduced by the CIRCLE dataset [Araújo
et al. 2023], LINGO goes a step further by incorporating interactive
objects, both static and dynamic, into captured scenes.
For static objects like chairs and beds, a sittable object with the

same height as the virtual object is placed in the physical space,
matching the scene in the VR environment. This enables the actor
to physically interact with the object while maintaining the illusion
of the virtual environment. Capturing dynamic object interactions
poses an additional challenge, as the objects must move with the
actor’s hand during grasping andmanipulation. LINGO incorporates
a human assistant during the interaction data recording process to

(a) Selected frames from the LINGO dataset

(b) MoCap setup (c) View in VR

Fig. 4. LINGO dataset.We show some selected frames and the setup of
the VR-assisted MoCap.

overcome this. The assistant precisely marks the frame when the
actor grasps the object, at which point the object becomes bound to
the actor’s hand and follows their movements seamlessly. When the
actor releases the object, the assistant marks the moment, unbinding
the object from the actor’s hand.

We utilize the advanced VICON MoCap system, which results in
higher motion data quality than multi-view cameras [Hassan et al.
2019] or IMU-based sensors [von Marcard et al. 2018] commonly
used in traditional methods. VR also helps minimize occlusions by
avoiding large furniture within the VICON space.

4.2 Statistics and Details
LINGO features 16 hours of motion sequences captured in 120
unique indoor scenes. The dataset covers a wide spectrum of 40 mo-
tion types, each accompanied by precise language descriptions for
clarity and usability, summarized in Figures 6 and 7. The language
descriptions are further augmented for generalizability. The motion
sequences are organized into 4 to 6 long-term segments per scene,
each spanning 1 to 3 minutes. The human motion is captured at
30 FPS, leveraging a 53-point FrontWaist MoCap suit. The LINGO-
train and LINGO-eval sets are split by the scenes, ensuring a 4:1
proportion for each room type without overlap. Accompanying the
interactions, the LINGO dataset incorporates 20 types of objects
commonly used in everyday life.

To represent human subjects, LINGO employs the SMPL-X model
[Pavlakos et al. 2019]. The dataset utilizes the MANO hand model
with 12 PCA components for efficient hand representation. Facial
expressions are not captured in this dataset. For more detailed infor-
mation regarding the dataset, such as the specific interaction types,
object categories, and scene descriptions, the readers are encouraged
to refer to the supplementary material.
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Table 1. Quantitative results of interactive motion synthesis. The instructions involve performing interaction with an object in the scene.

Interactive motion FID↓ Diversity→ Multi-modality→ Precision↑ Recall↑ F1 score↑
Real motions - 6.379 1.119 0.888 0.907 0.907
TRUMANS 2.438±.041 6.182±.078 3.353±.077 0.628±.004 0.557±.004 0.552±.004
Ours 2.048±.058 6.220±.076 2.919±.081 0.695±.004 0.629±.004 0.622±.004
w/o frame embedding 2.368±.070 6.300±.062 3.600±.072 0.615±.005 0.553±.005 0.540±.006

Table 2. Quantitative results of locomotion, where the character walks
from one place to another in cluttered scenes.

Locomotion Pene%𝑠𝑐𝑒𝑛𝑒↓ Pene𝑚𝑒𝑎𝑛↓ Pene𝑚𝑎𝑥↓ FS↓
TRUMANS 0.048±.006 1.011±.012 7.441±.383 0.472±.013
Ours 0.038±.001 0.402±.004 0.948±.065 0.432±.004
flattened voxel 0.045±.002 0.587±.005 3.373±.117 0.470±.030

Table 3. Quantitative results of object reaching, where the character is
instructed to walk toward and reach for an object.

Object reaching Error dist.↓ Pene%𝑠𝑐𝑒𝑛𝑒↓ Time used↓
GOAL 0.156±.028 0.057±.004 4.880±.356
Ours 0.061±.004 0.045±.003 3.073±.351
w/o dual voxel 0.111±.013 0.057±.008 3.147±.360
w/o frame embedding 0.135±.026 0.046±.003 3.980±.242

5 Experiments
Our experimental evaluation is divided into three primary settings
associated with three stages of motion: locomotion, object reaching,
and interactive motion. We compare our method with state-of-the-
art methods leveraging generative models. All comparison methods
are trained in LINGO-train and evaluated in LINGO-eval.

5.1 Evaluation Settings
Locomotion. In the locomotion experiment, we investigate the

character’s ability to navigate a scene while avoiding collisions and
maintaining natural movement. We randomly generate 100 pairs of
start and end locations, ensuring that these direct paths intersect
with objects in the scene, thereby testing the character’s collision
avoidance skills in cluttered environments. We compare our method
with TRUMANS [Jiang et al. 2024] and include an ablation study
to evaluate the significance of dual voxel scene representation. In
this ablation case, we flatten the 3D scene voxel along the vertical
axis, forming a walkable map where 0 indicates a walkable area
and 1 indicates an occupied location. For evaluation, we measure
scene penetration using metrics adapted from DIMOS [Zhao et al.
2023], which include the ratio of body vertices that penetrate scene
objects (Pene%𝑠𝑐𝑒𝑛𝑒 ), the average penetration distance throughout
the synthesized sequence (Pene𝑚𝑒𝑎𝑛), and themaximumpenetration
distance in any frame during the sequence (Pene𝑚𝑎𝑥 ). Furthermore,
we assess foot sliding using the metric from [He et al. 2022].

Object Reaching. We evaluate the character’s ability to reach for
an object while being aware of the surrounding environment. We
randomly select 100 pairs of starting positions for the character
and goal positions for the object. The evaluation focuses on both
the quality of the reaching motion and collision with scenes. We
compare the results with GOAL [Taheri et al. 2022b] as a base-
line. We include two ablation studies where the frame embedding

or dual voxel is removed. Metrics used include the error distance
between the intended goal position and the actual hand position
after reaching the object, the same scene penetration metrics as in
the locomotion setting (Pene%𝑠𝑐𝑒𝑛𝑒 ), and the time to complete the
reaching task (no more than 20 cm between the hand and the object)
measured in seconds.

Interactive Motion. In this setting, we generate motions that in-
volve interaction with objects from the LINGO dataset. For small
objects like bottles and gamepads, we assume that the objects are
already grasped and focus on the semantic quality of the motion.
For larger objects such as sofas and beds, the character first walks
towards the object and then interacts by sitting or lying down. We
compare our method with TRUMANS, using several metrics follow-
ing [Tevet et al. 2022], including Fréchet Inception Distance (FID)
to measure motion realism, Diversity and Multi-modality to evalu-
ate the range of different motions produced, Precision to measure
how closely the generated motions match the reference, Recall to
determine the coverage of the reference motions by the generated
ones, and the F1 score to provide a balanced measure. We modify
the action encoder of TRUMANS to use the same language encoder
as our method.

5.2 Results
Table 1 presents the quantitative results of semantic motion synthe-
sis, demonstrating that our method achieves the highest scores on
all metrics except Diversity. The ablation study, which removes the
frame embedding, results in higher Diversity because the synthe-
sized motions become disordered, often repeating the same actions
without maintaining a coherent flow. It lacks awareness of the over-
all motion sequence, which can be observed in Figures 5c and 5d.
All other metrics consistently show that the motion synthesized
by our method is of high quality and maintains coherence with
the given semantics. This indicates that our approach effectively
balances realism and semantic alignment, producing natural and
contextually correct motions.

Table 2 shows the quantitative results for the locomotion task. Our
method outperforms TRUMANS in all evaluated metrics. The scene
penetration from our method is significantly lower, highlighting its
superior capability to autonomously plan and adjust trajectories to
avoid collisions rather than following a predefined path. This au-
tonomous decision-making is crucial for navigating cluttered scenes,
where subtle body adjustments are necessary to avoid obstacles,
demonstrated in Figures 3, 5a and 5b. Additionally, the foot sliding
metric for our method is also low, indicating high-quality motion
with stable and realistic movement. From the ablations where the
dual voxel representation is replaced with a flattened walkable map,
the higher penetration and foot sliding underscores the effectiveness
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of our dual voxel scene representation in providing comprehensive
3D information about the surroundings, enabling more precise and
realistic motion adjustments.
Table 3 confirms the efficiency and robustness of our method

in synthesizing realistic hand-oriented motions. Specifically, our
method achieves the best scores in terms of low reaching error,
low penetration with the scene, and short time used for reaching
the goal. The ablations further validate the efficacy of our dual
voxel scene encoder and the frame embedding. Table 2 and 3 jointly
demonstrate that our method can generalize to unseen environ-
ments. Figure 5c and 5d shows that the frame embedding helps to
generate semantically coherent motions.

6 Conclusion
Limitations. (i) Our approach concentrates on body-level mo-

tions, ignoring the intricate details of hand-level manipulation and
facial expressions. (ii) Although quantitative results indicate that
our method achieves superior scene awareness compared to existing
techniques, it does not guarantee a perfect physical plausibility of
the generated motions. (iii) We have not researched the generaliz-
ability of unseen interaction types in this work.
In summary, this work introduces a comprehensive generative

framework that autonomously synthesizes multi-stage, scene-aware
human motions directly from text instructions and goal locations.
We present an approach that seamlessly integrates human motions
with 3D scenes with a novel 3D scene representation and a joint
time frame and language embedding. We also contribute a detailed,
language-annotated MoCap dataset, providing a valuable resource
for future research in human motion synthesis.
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(a)

(b)

(c)

(d)

Fig. 5. Qualitative comparison. We compare (a) our method with (b) TRUMANS [Jiang et al. 2024] on the task of walking to the goal location. It is shown
that our method is aware of the surroundings for collision avoidance, while TRUMANS depends on a pre-defined trajectory. We show (c) our method and (d)
w/o frame embedder given “grasp an object” instruction. The synthesized motion without a frame embedder is disordered and tends to repeat.
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Fig. 6. Number of occurrences of each motion type in LINGO dataset.

Fig. 7. Word cloud built from the language annotations in the LINGO dataset.
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