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Contributions

Training Model and Main Results

LLM-based Reward Design

VLM-based Reward Design Results on Humanoid Agent and Robot

Reward Design Problem (RDP)

ü GROVE, a generalized reward framework that combines LLM-generated precise constraints 
with VLM-based semantic evaluation.

ü Pose2CLIP, a lightweight pose-to-semantic feature mapper that bridges the domain gap 
between simulation and natural images.

ü Generate natural motions for arbitrary embodiments from open-vocabulary instructions.
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1. You are a reward engineer trying to write reward functions to solve RL tasks …
2. In the simulator, we define Z as the up-axis. 3. The reward function signature 
is …    4. Make sure that the code is compatible with TorchScript (e.g., use torch 
tensor instead of numpy array)     5. The reward code´s input variables must 
contain only attributes of the provided environment class definition. 

Humanoid is turning around Humanoid is standing with one leg

GROVE enables a humanoid robot to act on open-vocabulary instructions.
Stay tuned for our upcoming real-world deployments!
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ANY Text Description I
Iterate text enhancement

1. Describe one specific human pose
2. Ensure the verb and noun relate 

to a human limb.
3. Make the description fluent, 

concise, and unambiguous. …

ü We use the value of VLM-based 
reward as Fitness Score  F of 
Reward Design Problem module

𝑹𝑽 𝒔, 𝑰 =
𝑪𝑳𝑰𝑷 𝑰 · 𝑷𝒐𝒔𝒆𝟐𝑪𝑳𝑰𝑷(𝒔)

∥ 𝑪𝑳𝑰𝑷 𝑰 ∥𝟐·∥ 𝑷𝒐𝒔𝒆𝟐𝑪𝑳𝑰𝑷(𝒔) ∥𝟐




